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Polarization on Social Media: Vaccination

• Amplified public discourse on polarized 
topics (e.g., vaccinations). 

• Disseminated both crucial information and 
misinformation. 

• Impacted public health efforts through the 
“infodemic". 
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Moral Perspective of Vaccination
🧭 The Role of Morality in Vaccination Debates 

• Vaccine debates are shaped by diverse moral perspectives. 
• Essential to build effective communication and intervention tools.
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Moral Perspective of Vaccination
🧭 The Role of Morality in Vaccination Debates 

• Vaccine debates are shaped by diverse moral perspectives. 
• Essential to build effective communication and intervention tools.

🧠 What is Morality Frame Analysis? 
• A tool to uncover moral beliefs 

underlying opinions.  
• Maps discussions to moral foundations 

(e.g., care/harm, liberty/oppression). 
• Identifies moral sentiments toward key 

entities/roles. 
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Moral Foundation Theory (MFT)

• Identifies six moral foundations, each with 
positive and negative polarity. 

• Useful for analyzing how people form 
moral judgments and sentiments. 
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Morality Frame Analysis



9

Morality Framing: Annotation

• Relying solely on human annotators 
• costly 
• Time-consuming 
• Inconsistency due to cognitive load
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Morality Framing: Annotation

• Relying solely on human annotators 
• costly 
• Time-consuming 
• Inconsistency due to cognitive load 

• Leveraging Large Language Models (LLMs) 
• Few-shot learning 
‣ In-context examples with explanations.
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Human-AI Collaborative Annotation

• Two-step process:  
• LLM-generated concepts + explanations. 

• Human evaluation 
‣Web-based annotation tool.
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Human-AI Collaborative Annotation

• Two-step process:  
• LLM-generated concepts + explanations. 

• Human evaluation 
‣Web-based annotation tool.

GPT-4o
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Morality Frame Identification: LLMs
Instructions

Definition of 
Moral 
Foundations

Definition of 
Roles

7 examples with 
explanations

Test Text
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Web-based Annotation Tool: Task Interface

LLM-generated MF 
with explanations

LLM-generated Roles 
with explanations

Text
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Task Interface: Human Disagrees with LLMs
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Participants Results & Survey

• 9 participants 
• 150 tweets (pacheco et al., 2022) 
• Krippendorff’s 𝛼 = 0.979 (satisfactory level of agreement)
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Participants Results & Survey

• 9 participants 
• 150 tweets (pacheco et al., 2022) 
• Krippendorff’s 𝛼 = 0.979 (satisfactory level of agreement) 

• Annotator Survey Insights 
• Task Difficulty: Rated 1-5, with and without LLM labels/explanations. 

• 1  → very easy,  2 → easy, 3 → okay, 4 → hard, and 5 → very hard. 
• Explanation Effectiveness: Assessing LLMs' helpfulness in understanding frames. 
• Cognitive Load: Evaluating whether explanations ease cognitive demands. 
• Time Efficiency: Measuring time for batch completion. 
• Feedback: Annotators’ comments on explanation efficiency and task complexity.
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Participants Results & Survey

Table 1: Morality Frame Identification Task.

✅ If majority of annotators agree with LLM-generated label → counted as a ‘win’.
❌ If majority vote ‘no’ → use annotators’ moral foundation and role labels for evaluation.
📊 Compute overall accuracy for morality frame prediction.
🔍 Evaluate moral foundation prediction using accuracy and macro average F1 score.
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Participants Results & Survey

Table 1: Morality Frame Identification Task.

✅ If majority of annotators agree with LLM-generated label → counted as a ‘win’.
❌ If majority vote ‘no’ → use annotators’ moral foundation and role labels for evaluation.
📊 Compute overall accuracy for morality frame prediction.
🔍 Evaluate moral foundation prediction using accuracy and macro average F1 score.
💡 Few-shot prompting w/ explanation achieves higher accuracy than w/o explanation.
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Participants Results & Survey

Table 2: Survey Results on Morality Frame Identification Task.

• Labels and explanations provided 
by LLMs: 

• Reduces task difficulty.
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Participants Results & Survey

Table 2: Survey Results on Morality Frame Identification Task.

• Labels and explanations provided 
by LLMs: 

• Reduces task difficulty. 
• Helpful. 
• Lowers cognitive load. 
• Streamlines annotation 

process.
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Analysis of Morality Framing
• Correlation Heatmap of Moral Foundations (MF), Reasons, and Stances. 
• Interpret reasons as distributions over MFs and stances (and vice-versa).                                                                                                                                                                     

Fig. 3: Reasons & MF
Fig. 1: MF & Stance Fig. 2: Reasons & Stance
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Analysis of Morality Framing

Fig. 3: Reasons & MF

• Correlation Heatmap of Moral Foundations (MF), Reasons, and Stances. 
• Interpret reasons as distributions over MFs and stances (and vice-versa).  

                                                                                   Care/Harm → 'COVID is real' and 'vaccines work'
                                                                                                                                   🗽  Liberty/Oppression → 'vaccine mandate is oppression'
                                                                                                                                   🙏  Sanctity/Degradation → 'vaccine is (not) against religion'
                                                                                                                                    🤝  Loyalty/Betrayal → 'trust in government’
                                                                                                                                    ⚖  Fairness/Cheating → 'vaccine equity'
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Analysis of Morality Framing

Fig. 3: Reasons & MF

• Correlation Heatmap of Moral Foundations (MF), Reasons, and Stances. 
• Interpret reasons as distributions over MFs and stances (and vice-versa).  

                                                                                   Care/Harm → 'COVID is real' and 'vaccines work'
                                                                                                                                   🗽  Liberty/Oppression → 'vaccine mandate is oppression'
                                                                                                                                   🙏  Sanctity/Degradation → 'vaccine is (not) against religion'
                                                                                                                                    🤝  Loyalty/Betrayal → 'trust in government’
                                                                                                                                    ⚖  Fairness/Cheating → 'vaccine equity'
                                                                                        

Fig. 1: MF & Stance Fig. 2: Reasons & Stance

  Care/Harm → pro-vax 
🗽  Liberty/Oppression → anti-vax
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Analysis of Morality Framing

Fig. 1: MF & Stance Fig. 2: Reasons & Stance
Fig. 3: Reasons & MF

• Correlation Heatmap of Moral Foundations (MF), Reasons, and Stances. 
• Interpret reasons as distributions over MFs and stances (and vice-versa).  

                                                                                   Care/Harm → 'COVID is real' and 'vaccines work'
                                                                                                                                   🗽  Liberty/Oppression → 'vaccine mandate is oppression'
                                                                                                                                   🙏  Sanctity/Degradation → 'vaccine is (not) against religion'
                                                                                                                                    🤝  Loyalty/Betrayal → 'trust in government’
                                                                                                                                    ⚖  Fairness/Cheating → 'vaccine equity'
                                                                                        

Pro-vax → ‘COVID is real’ ,’vaccines work’  
Anti-vax → ‘vaccine is against religion’ , ’distrust in 
government’, ‘vaccine is oppression’  Care/Harm → pro-vax 

🗽  Liberty/Oppression → anti-vax
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Analysis of Morality Framing
• Moral Foundations and Entity Roles with 

Polarity. 
• Roles: Actors and Targets 
• Polarity: Positive and Negative 

• Helps reveal how different perspectives 
construct moral arguments.                                                                                                                           
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Analysis of Morality Framing
• Moral Foundations and Entity Roles with 

Polarity. 
• Roles: Actors and Targets 
• Polarity: Positive and Negative 

• Helps reveal how different perspectives 
construct moral arguments.                                                                                                                           

Table 3: Top 2 reasons for sanctity/degradation, fairness/cheating, and authority/subversion 
moral foundations. Their most frequent opinions and entity roles.
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Analysis of Morality Framing

       
🔴  Negative Actors: Fauci, Biden, Vaccines.   

🔻  Negative Targets: People, Children, Christians.                                                                                                              

Table 3: Top 2 reasons for sanctity/degradation, fairness/cheating, and authority/subversion 
moral foundations. Their most frequent opinions and entity roles.
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Analysis of Morality Framing

       
🔴  Negative Actors: Fauci, Biden, Vaccines.   

🔻  Negative Targets: People, Children, Christians.                                                                                                              

Table 3: Top 2 reasons for sanctity/degradation, fairness/cheating, and authority/subversion 
moral foundations. Their most frequent opinions and entity roles.

       
🔴  Negative Actors: Fox News.   

🔻  Negative Targets: Viewers.     

🔵  Positive Actors: FDA, vaccine. 

🔷  Positive Targets: Americans, I. 
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Key Takeaways
• LLMs support annotators in complex psycholinguistic tasks like morality 

frame identification in vaccine debates. 
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Key Takeaways
• LLMs support annotators in complex psycholinguistic tasks like morality 

frame identification in vaccine debates. 
• Use few-shot prompting with explanations to guide LLMs in identifying: 

• Moral foundations 
• Actor-target polarity 

• Integrate LLM-generated responses into the annotation process. 
• Integrating LLMs into the annotation process enhances accuracy, reduces 

task difficulty, lowers cognitive load, streamlines the process. 
• Provide qualitative analysis of morality frame with stances and reasons. 
• Demonstrate a collaborative human-AI framework where LLMs augment—

not replace—human judgment. 
• Domain-agnostic Framework: applicable to political discourse or climate 

debates. 
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THANK YOU ☺

Questions?

Tunazzina Islam, Ph.D. 
Department of Computer Science, 

Purdue University, West Lafayette, IN. 
Email: islam32@purdue.edu

Slide: https://tunazislam.github.io/files/AnnotMoralityLLMWebSci25.pdf 

https://tunazislam.github.io/
@Tunaz_Islam

https://tunazislam.github.io/files/AnnotMoralityLLMWebSci25.pdf
https://tunazislam.github.io/

